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Abstract: With the development and popularization of education, the quality of education has 

become one of the key factors in the development of a country. And students' academic 

performance, as one of the important indicators of education quality, has been attracting much 

attention. This paper mines and analyzes the data affecting students' academic performance, 

and also conducts a predictive study of students' academic performance using logistic 

regression model. In this study, 30 indicators such as gender, age, family size, parental 

education, parental occupation, family relationship, health, and the number of drinks per this 

paperek and per month this paperre used as input variables, and students' academic 

performance was categorized into SUCCESS and FAIL, and the training and test sets this 

paperre divided according to the ratio of 7:3, and the logistic regression model was used for 

training and prediction. The results show that the logistic regression model has high 

prediction accuracy in predicting students' academic performance (whether they fail or not), 

with an accuracy of 95.8%, precision of 96.7%, recall of 95.1%, and F1 of 95.8%. This 

indicates that the logistic regression model has high accuracy and reliability in predicting 

students' academic performance. The results of this study are important for schools and 

educational organizations. Through the prediction of students' academic performance, 

schools can identify students' learning problems in time and take targeted measures to help 

students improve their academic performance. Meanwhile, this study also provides some 

useful reference information for individual students to help them better understand their 

learning situation, adjust their learning strategies in time and improve their learning efficiency. 

In the future, the method can be further explored and improved to enhance the accuracy and 

reliability of the prediction and to provide better support and assistance for students' learning 

and development. 
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1. Introduction 

The Bitcoin Price Prediction dataset from the UCL database is a set of time-series data used to predict 

the price of Bitcoin, including several metrics such as the price of Bitcoin, market capitalization, and 
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trading volume [1]. The purpose of this dataset is to help researchers and data scientists predict the 

bitcoin price in order to better understand the trends and sentiment of the bitcoin market [2]. 

Research in machine learning has focused on how to use this dataset to predict the Bitcoin price 

[3]. Bitcoin price prediction is a very challenging problem because Bitcoin price is very volatile and 

is affected by many factors such as government policies, media reports, and market sentiment [4]. 

Therefore, researchers need to use various machine learning algorithms and techniques to deal with 

this problem [5]. 

When using this dataset for bitcoin price prediction, researchers usually use some common 

machine learning algorithms such as linear regression, support vector machine, random forest, etc 

[6,7]. These algorithms can help researchers build models to predict future bitcoin prices [8]. In 

addition, there are some emerging machine learning techniques such as deep learning and 

reinforcement learning that are also used in bitcoin price prediction [9]. 

Deep learning is a neural network-based machine learning technique that can process large 

amounts of data and extract useful features from it. In bitcoin price prediction, researchers can use 

deep learning algorithms to build complex neural network models to better capture trends and changes 

in bitcoin prices [10]. Reinforcement learning is a reward-based machine learning technique that 

helps machine learning systems learn and optimize strategies autonomously. In bitcoin price 

prediction, researchers can use reinforcement learning algorithms to train machine learning systems 

to better adapt to changes in the bitcoin market. 

Overall, the Bitcoin price prediction dataset from the UCL database provides researchers with a 

very useful tool that can help them understand the trends and quotations of the Bitcoin market. By 

using various machine learning algorithms and techniques, researchers can build predictive models 

in order to better predict the future movements of the Bitcoin price. The applications of this dataset 

are very promising and can help investors, traders, policy makers, and others to better understand the 

Bitcoin market and make more informed decisions. 

2. Source of data sets 

The dataset used in this paper is a publicly available dataset obtained from kaggle called "Student 

Performance Dataset". The data in this dataset is obtained from a survey of secondary school students 

in math courses, and the data consists of a total of 33 indicators, including gender, age, family size, 

educational attainment of both father and mother, occupation of both father and mother, family 

relationship, health, and the number of drinks consumed per this paperek and per month, etc. The 

target variable is the students' performance in math courses. mother's occupation, family relationship, 

health, and the number of drinks consumed per this paperek and per month, etc. The target variable 

is the students' performance in the math course, and this dataset can be explored to discover the 

reasons that affect the students' performance, and to discover the characteristics that are closely 

related to the students' performance as a way of targeting some of the more important characteristics 

in order to improve the students' academic performance. Some of the data is shown in Table 1. 

Table 1: Selected data sets. 

sex age address famsize Pstatus Medu Fedu Mjob Fjob 

F 18 U GT3 A 4 4 at_home teacher 

F 17 U GT3 T 1 1 at_home other 

F 15 U LE3 T 1 1 at_home other 

F 15 U GT3 T 4 2 health services 

M 16 U LE3 T 4 3 health other 
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3. Statistical analysis of data 

The number of failures is an important indicator of students' academic performance, and the number 

of failures may be related to characteristics such as gender, age, family size, father's and mother's 

education, father's and mother's occupations, family relationships, health, and the number of alcoholic 

beverages consumed per this paperek and per month, etc. In this paper, the data on the number of 

failures of the students this paperre calculated for different age groups, different genders, parental 

marriages, parents' education, school levels, and the level of parental care, and the horizontal 

coordinates indicate the number of failures, and the vertical coordinates indicate the various different 

characteristics as shown in Figure 1. 

 

 

 

Figure 1: Statistical analysis of data.  

(Photo credit: Original) 

From the statistical analysis, the following conclusions can be drawn: in terms of gender, the 

failure rate of boys is higher than that of girls; at the same time, this paper can assume that the fethis 
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paperr children there are, the more parents care about each child; secondly, the average number of 

failures of the two groups of students is almost the same, but the variance of the group of "parents 

living apart" is larger than that of the group of "parents living together"; furthermore, the level of 

parental education is negatively correlated with the number of failures; and lastly, the number of 

students failing due to the reputation of the school is failing was less than the number of failures due 

to curriculum and distance from home. 

4. Correlation analysis 

Pearson correlation analysis is a statistical method used to measure the linear correlation betthis 

paperen two numerical variables. It is based on the Pearson correlation coefficient, which is derived 

by calculating the covariance and standard deviation betthis paperen two variables to produce a 

correlation coefficient with values ranging from -1 to 1. The closer the value of the correlation 

coefficient r is to 1 or -1, the stronger the linear relationship betthis paperen the two variables, while 

a value of r close to 0 indicates no linear relationship betthis paperen the two variables. Pearson 

correlation analysis can help us understand the relationship betthis paperen two variables and how 

they change over time or other factors. 

A total of 33 indicators are included in the data, including gender, age, family size, father's and 

mother's education, father's and mother's occupation, family relationship, health, and number of 

drinks consumed per this paperek and per month, etc. The target variable is the performance of the 

students in the math course, and the performance of the three courses is denoted by G1, G2, and G3, 

etc., and this dataset can be explored to find out the reasons affecting the performance of the students' 

grades,. Discover the features that are closely related to students' performance as a way to target 

certain more important features to improve students' academic performance. The heat map of the 

correlation betthis paperen the features is shown in Figure 2. 

 

Figure 2: Correlation heat map. 

(Photo credit: Original) 
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The correlation heat map shows that there is a strong correlation betthis paperen the parameters, 

especially the significant correlation betthis paperen the number of drinks per this paperek and month 

and the grades. 

5. Correlation analysis 

Logistic regression is a commonly used classification algorithm, which is a probabilistic statistics-

based classification method that is mainly used in binary classification problems, i.e., dividing a 

sample into two categories. A logistic regression model is a linear model that predicts the probability 

of a binary output variable by fitting it to the data. In logistic regression, the value of the output 

variable is a logistic function that converts a linear combination of inputs into a probability value 

betthis paperen 0 and 1. When the probability value is greater than 0.5, the sample is classified as a 

positive case, otherwise it is classified as a negative case. 

For a given input value, a linear combination of the input values is performed and then the result 

of the linear combination is converted to a probability value by a function. The process of linear 

combination assigns a this paperight to each input variable and these this paperights are determined 

by maximum likelihood estimation. In maximum likelihood estimation, the this paperight values are 

determined by maximizing the likelihood function of the observed data, which maximizes the fit of 

the model to the data. 

The advantages of the logistic regression model are that the model is simple, easy to implement, 

computationally small, fast, and has good scalability for large data sets, and also the logistic 

regression model has good interpretability, which provides us with the degree of influence of each 

feature on the classification results. In addition, the logistic regression model can also be used for 

multiclassification problems, and with some techniques it is possible to extend the binary 

classification model to a multiclassification model. 

The training and test sets this paperre divided according to the ratio of 7:3, and students' academic 

performance was categorized into SUCCESS and FAIL according to whether or not they failed the 

subject as a categorization criterion, with SUCCESS denoting success in passing that exam and FAIL 

denoting that the subject did not meet the course requirements. The input variables this paperre 30 

indicators such as gender, age, family size, father's and mother's education, father's and mother's 

occupation, family relationship, health, and number of drinks per this paperek and per month, etc., 

and the logistic regression model was used for training and prediction, and the model predictions of 

Accuracy, Recall, Precision, and F1 this paperre computed, and the results are shown in Table 2 and 

Figure 3. 

Table 2: Model evaluation parameter. 

model Accuracy Recall Precision F1 

logistic regression 0.958 0.951 0.967 0.958 

 

Figure 3: Model evaluation parameter. 

(Photo credit: Original) 
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From the results, it can be seen that the logistic regression model has high predictive accuracy in 

predicting students' academic performance (whether or not to fail a course), with an accuracy of 

95.8%, precision of 96.7%, recall of 95.1%, and F1 of 95.8%. 

6. Conclusion 

In this paper, this paper have used a logistic regression model to predict the academic performance 

of students. The basic principle of the logistic regression model is to multiply the input features with 

the this paperights and then pass the result to a function to get a probability value betthis paperen 0 

and 1. If the probability is greater than 0.5, the sample is categorized as a positive class, otherwise it 

is categorized as a negative class. In this paper, this paper use 30 indicators as input features, which 

include gender, age, family size, father's and mother's education, father's and mother's occupation, 

family relationships, health, and number of drinks per this paperek and per month.For training the 

logistic regression model, this paper used a ratio of 7:3 to divide the dataset into a training set and a 

test set. The training set is used to train the model and the test set is used to evaluate the performance 

of the model. 

For model evaluation, this paper used four metrics: Accuracy, Recall, Precision, and F1. Accuracy 

denotes the correctness of the model's predictions, i.e., the number of correctly predicted samples as 

a proportion of the total number of samples. recall denotes the model's ability to correctly predict 

samples of the positive category, i.e., the proportion of the samples in the positive category that are 

correctly predicted as the positive category. Precision denotes the proportion of samples correctly 

predicted by the model to be in the positive category that are actually in the positive category.F1 is 

the reconciled average of Precision and Recall, which allows for a comprehensive assessment of the 

model's performance. 

Based on the results of this paper, this paper can see that the logistic regression model has high 

prediction accuracy in predicting students' academic performance (whether they fail or not), with an 

accuracy of 95.8%, precision of 96.7%, recall of 95.1%, and F1 of 95.8%. This indicates that our 

logistic regression model has good predictive ability to accurately predict students' academic 

performance. 

In terms of gender, the failure rate of male students is higher than that of female students, so more 

attention should be paid to male students during their children's education; at the same time, this paper 

can assume that the fethis paperr children there are, the more the parents care about each child, so if 

this paper want our children to have a better academic performance, this paper should focus our 

energy and attention on as few children as possible; second, the average number of failures of the 

students of the two groups is almost the same, but the "Parents living apart " group has a larger 

variance than the "parents living together" group, and parents' marital status is also an important 

reason for the differences in children's academic performance; in addition, parents' education level is 

negatively correlated with the number of flunks, so parents should pay attention to their own 

education level while focusing on their children's academic performance; and lastly, the number of 

students flunking because of their school's reputation is fethis paperr than those who flunked because 

of their courses and distance from home. 
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